Day #1:  9.1 Significance Tests

According to an article in the San Gabriel Valley Tribune (2-13-03), “Most people are kissing the ‘right way’.”  That is, according to the study, the majority of couples tilt their heads to the right when kissing.  In the study, a researcher observed 124 couples kissing in various public places and found that 83/124 (
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 = 0.669) of the couples tilted to the right when kissing.  Is this convincing evidence that the true proportion p of all couples that kiss the right way is greater than 0.50?  
Give two explanations for why the sample proportion was above 0.5.  
1.  People prefer to kiss the right way compared to the left way.

2.  People have no left/right preference and we got a sample proportion above 0.5 due to sampling variability.
How can we decide which of the two explanations is more plausible?  

Determine how likely it is to get a sample proportion this high by chance alone, assuming that couples have no left/right preference (in other words, assuming p = 0.5).  


Do a simulation
· Discuss how to simulate: coin flips, randint(0,1)

· Have each student generate a sample of 124, assuming p = 0.5

· Plot the number of right kissers in each sample on a dotplot

· Estimate P(right kissers 
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 83 | p = 0.5) and interpret!
Assuming that there is no right/left preference, it is very unlikely to get a sample proportion as large as 0.669 by chance alone.  Thus, it is  more plausible that we got a proportion this high because people actually do prefer to kiss the right way. 
How else could we have estimated this probability??  Using sampling distribution of 
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Read 529-530
What is the basic idea of a significance test?  

A claim is made about the value of a population parameter.  
When a statistic from a sample suggests that the claim isn’t true, we must decide which explanation is more plausible:

1.  The claim is true and the statistic is different from the claimed value because of sampling variability.

2.  The claim isn’t true.

If the value of the statistic is so different that it would rarely occur if the claim was true, we have good evidence that the claim isn’t true.  

Read 531-532
What is the difference between a null and an alternative hypothesis?  What notation is used for each?  What are some common mistakes when stating hypotheses?
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H
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H

: what we are trying to find evidence for

Must use parameters, not statistics!

What is the difference between and one-sided and a two-sided alternative hypothesis?  How can you decide which to use?  

Hypotheses are formed before collecting the data!!  Use the wording of the question to guide you, not the data.  
Hints:  “changed”, “different than”, indicate two-sided tests
Alternate Example: A better golf club?

Mike is an avid golfer who would like to improve his play. A friend suggests getting new clubs and lets Mike try out his 7-iron. Based on years of experience, Mike has established that the mean distance that balls travel when hit with his old 7-iron is 
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 = 175 yards with a standard deviation of 
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 = 15 yards. He is hoping that this new club will make his shots with a 7-iron more consistent (less variable), and so he goes to the driving range and hits 50 shots with the new 7-iron. 

(a) Describe the parameter of interest in this setting.

(b) State appropriate hypotheses for performing a significance test.

Read 533-534
emphasize the criminal trial analogy, innocent until proven guilty, preliminary vs. convincing evidence
What is a P-value?  What does a P-value measure?

A P-value is the probability of getting a statistic at least as extreme as the one observed in a study, assuming the null hypothesis is true.  
A P-value measures how convincing the evidence is against the null hypothesis.  

If the P-value is small, we have good evidence against the null hypothesis.  If the P-value is large, then it is possible the null hypothesis is true and we got a statistic this extreme by RANDOM CHANCE.  

In the kissing example, the P-value = P(
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 0.669 | p = 0.5) =  ____.   Interpret this value.

Assuming that couples have no directional preference, there is a ___ probability of getting a sample proportion of at least 0.669 by chance alone.  
Alternate Example: A better golf club?

When Mike was testing a new 7-iron, the hypotheses were 
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 = 15 versus 
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 < 15 where 
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 = the true standard deviation of the distances Mike hits golf balls using the new 7-iron. Based on 50 shots with the new 7-iron, the standard deviation was 
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 = 10.9 yards.  A significance test using the sample data produced a P-value of 0.002. 

(a) Interpret the P-value in this context.

(b) Do the data provide convincing evidence against the null hypothesis? Explain.

Read 534-537
What are the two possible conclusions for a significance test?
· P-value small -Reject null hypothesis and conclude that there is convincing evidence in favor of the alternative hypothesis (in context)
· P-value is large-Fail to reject the null hypothesis – the evidence we have is not convincing enough to rule out random chance (in context) & cannot conclude alt. hyp.
NEVER ACCEPT THE H˳---------  IF THE P-VALUE IS LOW REJECT THE H˳
What are some common errors that students make in their conclusions?


No context

Accepting the null hypothesis.  For example, it would be incorrect to conclude that job satisfaction is the same for machine-paced and self-paced.   

Not linking the conclusion to the p-value.  

What is a significance level?  When are the results of a study statistically significant?  


Be careful with the word “significant”!

“Significant” in statistics does not necessarily mean important.  It means simply “ not likely to happen by chance.” Significance level (alpha) α makes “ not likely” more exact.  When no α is given use .05 or 5%

Alternate example: Tasty chips

For his second semester project in AP Statistics, Zenon decided to investigate whether students at his school prefer name-brand potato chips to generic potato chips. He randomly selected 50 students and had each student try both types of chips, in random order. Overall, 34 of the 50 students preferred the name-brand chips. Zenon performed a significance test using the hypotheses
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: p = 0.5 versus
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: p > 0.5 where p = the true proportion of students at his school who prefer name-brand chips. The resulting P-value was 0.0055. What conclusion would you make at each of the following significance levels?

(a) 
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 = 0.01

(b) 
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 = 0.001

What should be considered when choosing a significance level?  

(See page 537)
· What are the consequences of rejecting the H˳ in favor of the alternative?  If it means an expensive change of some kind, you will need strong evidence that the change would be beneficial.
· How plausible is H˳?  If H˳ represents assumption that the people  you must convince have believed for years, strong evidence (small p-value) will be needed to persuade them.
HW #1:  page 546 (1-13 odd)
Day #2:  9.1  Errors in Significance Testing

Read 538-542
In a jury trial, what two errors could a jury make?  
In a significance test, what two errors can we make?  Which error is worse?  

Hint:  Type II is when we fail “II” reject 
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Not anyone’s fault—no mistake was made in the calculations, etc.  


Which is worse?  It depends!
**Table:
Alternate Example: Faster fast food?

The manager of a fast-food restaurant want to reduce the proportion of drive-through customers who have to wait more than two minutes to receive their food once their order is placed. Based on store records, the proportion of customers who had to wait at least two minutes was p = 0.63. To reduce this proportion, the manager assigns an additional employee to assist with drive-through orders. During the next month the manager will collect a random sample of drive-through times and test the following hypotheses:
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: p = 0.63 versus
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: p < 0.63 where p = the true proportion of drive-through customers who have to wait more than two minutes after their order is placed to receive their food.  Describe a Type I and a Type II error in this setting and explain the consequences of each.

What is the probability of a Type I error?  What can we do to reduce the probability of a Type I error?  Are there any drawbacks to this?  


State as a conditional probability: P(reject 
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 is true) = alpha.  

To reduce P(Type I error), demand that the evidence be very convincing before rejecting 
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.  Making it harder to reject 
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 means that we are more likely to make a Type II error.  
What the power of a test?  How is power related to the probability of a Type II error?  Will you be expected to calculate the power of a test on the AP exam?  

Power = P(reject 
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 | parameter = some alternative value) = 1 – P(Type II error)

**Spend a lot of time with example on page 541.  
Powere of a test against a specific alternative is the probability that the test will reject H˳ at a chosen significance level, when a specified alternative value of the parameter is true.
What four factors affect the power of a test?  Why does this matter?  

· The sample size—increasing n will make the sampling distributions more narrow and consequently there will be less overlap.  Tradeoff?

· The significance level—increasing alpha making it easier to reject 
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 will increase power.  Tradeoff?  

· The effect size—if the true value of the parameter is farther away from the hypothesized value, it will be easier to detect the difference and reject the null hypothesis

· Other sources of variability—if we can collect the data in a better way (stratified samples, blocking in experiments) then it will be easier to see the difference between the true and hypothesized values.  
In many cases, studies won’t be funded unless they can show that their study will have sufficient power.  No one wants to pay for a study that only has a 10% chance of detecting a real difference!  
Read 542-545

Play with applets if time:



http://www.intuitor.com/statistics/CurveApplet.html


http://wise.cgu.edu/powermod/power_applet.asp
HW #2: page 547 (15, 19, 21, 23, 25, 27-30)
Day #3:  9.2 Significance Tests for a Population Proportion

Read 549-552  emphasize the idea of “convincing” evidence
What are the three conditions for conducting a significance test for a population proportion?  How are these different than the conditions for constructing a confidence interval for a population proportion?

Note: we always do calculations assuming the null hypothesis is true (so we use p not 
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RANDOM-     must be a random sample
NORMAL  -  np˳ ≥10        and     n(1- p˳) ≥10  **use parameter value specified in H˳
INDEPENDENT- 10% condition

What is a test statistic?  What does it measure?  
FORMULA:
Measures how far a sample statistic diverges from what we would expect if H˳ were true, in std. units
Read 552-556
 
What are the four steps for conducting a significance test?  What is required in each step?

STATE: What hypotheses do you want to test & at what significance level? Define parameters in context.
PLAN: Choose appropriate inference method & check conditions.

DO: Perform calculations, compute test statistic & find p-value.

CONCLUDE: Interpret results in context.

What test statistic is used when testing for a population proportion?  Is this on the formula sheet?  

Note: we always do calculations assuming the null hypothesis is true (so we use p not 
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)
FORMULAS:
Can you use your calculator for the Do step?  Are there any drawbacks to this method?  

Alternate Example:  Better to be last?

On shows like American Idol, contestants often wonder if there is an advantage to performing last. To investigate this, a random sample of 600 American Idol fans is selected, and they are shown the audition tapes of 12 never-before-seen contestants. For each fan, the order of the 12 videos is randomly determined. Thus, if the order of performance doesn’t matter, we would expect approximately 1/12 of the fans to prefer the last contestant they view. In this study, 59 of the 600 fans preferred the last contestant they viewed. Does these data provide convincing evidence that there is an advantage to going last? 

Discuss accepting null!
Read 556-557
Alternate Example:  Benford’s law and fraud

When the accounting firm AJL and Associates audits a company’s financial records for fraud, they often use a test based on Benford’s law. Benford’s law states that the distribution of first digits in many real-life sources of data is not uniform. In fact, when there is no fraud, about 30.1% of the numbers in financial records begin with the digit 1. However, if the proportion of first digits that are 1 is significantly different from 0.301 in a random sample of records, AJL and Associates does a much more thorough investigation of the company. Suppose that a random sample of 300 expenses from a company’s financial records results in only 68 expenses that begin with the digit 1. Should AJL and Associates do a more thorough investigation of this company?
Read 558-560

Can you use confidence intervals to decide between two hypotheses?  What is an advantage to using confidence intervals for this purpose?  Why don’t we always use confidence intervals?  


CI’s give more info


CI’s only match two-sided tests and SEs are slightly different
Alternate Example:  Benford’s law and fraud

(a) Find and interpret a confidence interval for the true proportion of expenses that begin with the digit 1 for the company in the previous Alternate Example. 

(b) Use your interval from (a) to decide whether this company should be investigated for fraud.

HW #3: page 562 (41, 43, 47, 49, 51, 53, 55)
Day #4:  9.3 Significance Tests for a Population Mean    “ZaP that TaX”
Read 565-575
What are the three conditions for conducting a significance test for a population mean?  
RANDOM-     must be a random sample
NORMAL  -  if n is large (n≥30)=CLT, if n is small then examine sample data for skewedness or outliers

INDEPENDENT- 10% condition

Alternate Example: Less music?

A classic rock radio station claims to play an average of 50 minutes of music every hour. However, it seems that every time you turn to this station, there is a commercial playing. To investigate their claim, you randomly select 12 different hours during the next week and record what the radio station plays in each of the 12 hours. Here are the number of minutes of music in each of these hours:

44
49
45
51
49
53
49
44
47
50
46
48

Check the conditions for carrying out a significance test of the company’s claim that it plays an average of 50 minutes of music per hour.
Read 567-569
What test statistic do we use when testing a population mean?  Is the formula on the formula sheet?

FORMULAS:
How do you calculate P-values using the t distributions?

Table and calculator            Tcdf(lower, upper, df)  or table
Alternate Examples: 
(a) Find the P-value for the Less Music example

(b) Find the P-value for a test of 
[image: image31.wmf]0

H

: 
[image: image32.wmf]m

 = 10 versus 
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 > 10 that uses a sample of size 75 and has a test statistic of t = 2.33. 

(c) Find the P-value for a test of 
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 = 10 versus 
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 10 that uses a sample of size 10 and has a test statistic of t = ​−0.51. 
Read 570-573
Alternate Example: Construction zones

Every road has one at some point—construction zones that have much lower speed limits. To see if drivers obey these lower speed limits, a police officer used a radar gun to measure the speed (in miles per hour, or mph) of a random sample of 10 drivers in a 25 mph construction zone. Here are the results:

27
33
32
21
30
30
29
25
27
34

(a) Can we conclude that the average speed of drivers in this construction zone is greater than the posted 25 mph speed limit?

(b) Given your conclusion in part (a), which kind of mistake—a Type I or a Type II error—could you have made? Explain what this mistake means in this context. 
Read 574-576
Alternate Example:  Don’t break the ice
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In the children’s game Don’t Break the Ice, small plastic ice cubes are squeezed into a square frame. Each child takes turns tapping out a cube of “ice” with a plastic hammer, hoping that the remaining cubes don’t collapse. For the game to work correctly, the cubes must be big enough so that they hold each other in place in the plastic frame but not so big that they are too difficult to tap out. The machine that produces the plastic cubes is designed to make cubes that are 29.5 millimeters (mm) wide, but the actual width varies a little. To ensure that the machine is working well, a supervisor inspects a random sample of 50 cubes every hour and measures their width. The Fathom output summarizes the data from a sample taken during one hour. 

(a) Interpret the standard deviation and the standard error provided by the computer output. 

(b) Do these data give convincing evidence that the mean width of cubes produced this hour is not 29.5 mm?  Use a significance test with 
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 = 0.05 to find out.

(c) Calculate a 95% confidence interval for 
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.  Does your interval support your decision from part (b)?
HW #4: page 564 (57-60), page 588 (69, 73, 79, 81, 83, 85)      
Day #5:  9.3 Significance Tests for Paired Data

	Time in 

express lane 

(seconds)
	Time in 

regular lane 

(seconds)

	337
	342

	226
	472

	502
	456

	408
	529

	151
	181

	284
	339

	150
	229

	357
	263

	349
	332

	257
	352

	321
	341

	383
	397

	565
	694

	363
	324

	85
	127


Read 577-580
Alternate Example: Is the express lane faster?

For their second semester project in AP Statistics, Libby and Kathryn decided to investigate which line was faster in the supermarket: the express lane or the regular lane. To collect their data, they randomly selected 15 times during a week, went to the same store, and bought the same item. However, one of them used the express lane and the other used a regular lane. To decide which lane each of them would use, they flipped a coin. If it was heads, Libby used the express lane and Kathryn used the regular lane. If it was tails, Libby used the regular lane and Kathryn used the express lane. They entered their randomly assigned lanes at the same time, and each recorded the time in seconds it took them to complete the transaction. Carry out a test to see if there is convincing evidence that the express lane is faster.

HW #5: page 588 (71, 75, 77, 89)
Day #6: 9.3 Using Tests Wisely
Read 581-585
Activity: Rolling Sixes

A friend of yours claims that he can control the roll of a die, increasing his probability of rolling a six.  You decide to put him to the test and ask him to roll a fair die 50 times.  Of the 50 rolls, 11 are sixes.  Does this provide convincing evidence that your friend can increase his probability of rolling a six?

(a) State the hypotheses you are interested in testing.

(b) Verify that the conditions for a one-sample z test for p are not satisfied in this case.

(c) Using the appropriate binomial distribution, calculate the probability of getting 11 or more sixes in 50 rolls when the probability of rolling a six is 1/6.  

(d) Based on your calculation in part (c), what conclusion would you draw about the hypotheses in part (a)?  Use a significance level of 0.01.  

(e) Using a significance level of 0.01, how many sixes would your friend need to roll to convince you that he can increase the probability of rolling a six?  Explain how you obtained your answer.  

(f) Suppose that your friend can actually control the die to some extent, giving him a 25% probability of rolling a six.  In 50 rolls, what is the probability that you don’t find convincing evidence of his skill?  Why do you think this probability is so large?

HW #6: page 591 (91, 94-98, 99-104)
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